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Abstract
In this comment, I revisit a question raised in Karadja and Prawitz (2019) concerning a causal
relationship between mass emigration and long-run political outcomes. I find that their results
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1 Introduction
Karadja and Prawitz (2019) (KP) estimate the effect of emigration (i.e., external migration) on
long-run political outcomes, such as labor movement membership, using historical data from Swe-
den for the period 1867–1920.

More specifically, KP estimate a cross-sectional regression in which the unit of observation is
a municipality (i.e., 2359 geographical units). KP use an instrumental variable (IV) approach in
which the instrumental variable for emigration is an interaction between a weather phenomenon,
i.e., the number of frost shocks measured at the weather station level (i.e., 32 stations), and the
geographical distance between the closest port of emigration and the municipality of residence. KP
argue that their instrument is exogenous conditional on a set of control variables. They find strong
support for the idea that emigration affects long-run political outcomes.

In this paper, I reinvestigate their claim. I have three problems with their analysis.1

The first concerns the selection of the appropriate set of control variables. I find that KP’s results
are extremely sensitive to which variables are included in the regressions. To circumvent difficulties
with researcher degrees of freedom, I reanalyze KP’s data using the post-double selection approach
developed by Belloni et al. (2014). In sharp contrast with KP’s result, I find no evidence that emi-
gration has an effect on long-run political outcomes using the post-double selection method.

My second concern is whether the cluster-robust inference used by KP is reliable. Adopting
the cluster-robust inference approach developed by Bell and McCaffrey (2002) and MacKinnon et
al. (2022), I find that KP’s results are driven by a small number of influential clusters with high
leverage, which strongly indicates that KP’s inference is not reliable. In fact, using a more reliable
cluster-robust variance estimator suggests that KP’s instrument is completely irrelevant.

My third concern is whether KP’s measure of emigration is reliable. I find that KP’s measure
is unreliable because of a high proportion of missing data. When I use a more reliable measure, I
again find that KP’s instrument is irrelevant for explaining emigration.

The remainder of this paper is structured as follows. In Section 2, I discuss the question of how
to select appropriate control variables. In Section 3, I analyze whether the cluster-robust inference
used by KP is reliable. In Section 4, I discuss the problem of KP’s measure of emigration not being
reliable because of missing data. Section 5 concludes.

2 Selection of control variable

In this section, I investigate whether KP’s analysis is sensitive to the selection of control variables.
The reason for performing this specification test is that KP assume that their instrumental variable
approach is only valid if the appropriate set of control variables is included in their specification.

1My critique also concerns Andersson, Karadja and Prawitz (2022), which uses the same identification strategy. My
critique has previously been discussed in working papers, i.e., Pettersson-Lidbom (2020, 2022), which has been commented
on by Kardaja and Prawitz (2020). However, Andersson, Karadja and Prawitz (2022) does not discuss my concerns.
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This assumption is formally expressed on page 1886 of their paper as follows:

𝐸 [𝜀𝑚𝑐𝑡 |𝑆ℎ𝑜𝑐𝑘𝑠 × 𝑃𝑜𝑟𝑡𝑚𝑐, 𝑆ℎ𝑜𝑐𝑘𝑠𝑚𝑐, 𝑃𝑜𝑟𝑡𝑚𝑐,Φ𝑐,X
′
𝑚𝑐] = 0. (1)

Thus, KP’s identifying assumption (i.e., the exclusion restriction) is that their instrument, i.e.,
Shocks × Port, only affects emigration conditional on a set of control variables, i.e., Shocks, Port,
Φ𝑐 (i.e., 24 county fixed effects), and other pretreatment variables as denoted by X′.

As a starting point, I restate the baseline results from their paper, i.e., the first-stage results in
Table 3 and the reduced-form effect on labor organization in Table 4. Column 1 in Panel A of Table
1 shows the results from the first stage of KP’s analysis, while the reduced form appears in Column
1 in Panel B. The control variables included in these regressions are Shocks, Port, the log of popu-
lation in 1865, and county-fixed effects. The first-stage estimate is 0.0635, with a standard error of
0.0157, and the estimated reduced form effect is 0.0014, with a standard error of 0.0004. Thus,
both estimates are highly statistically significant, i.e., better than the 1% level. KP also show that
these estimates are robust to the inclusion of additional covariates in their paper.

Surprisingly, however, KP do not present results from regressions without control variables in
their tables, as is conventional in papers using quasi-experimental research designs. Instead, these
results are displayed in Column 2 in Panels A and B in Table 1. Here, the first-stage estimate is
0.1396, with a standard error of 0.0723, while the estimated reduced form effect is −0.0004, with
a standard error of 0.0010. Remarkably, none of the estimates are statistically significant at the
5% level, and the estimated reduced form effect is very different from the one reported by KP,
i.e., −0.0004 versus 0.0014. To further probe the sensitivity of these results, I add the key control
variables, Shocks and Port, in Column 3 since KP write, “An important feature of our identification
strategy is that we control for the direct effects of frost shocks and port proximity”. The first-stage
estimate increases somewhat to 0.1646, with a standard error of 0.0597. However, the estimated
reduced form effect remains the same, i.e., −0.0004. Thus, the inclusion of Shocks and Port makes
little or no difference in the estimates. In Column 4, I also add the log of population in 1865 to
the regressions. Again, there are only small effects on the estimates. In sharp contrast, it is only
when KP add region fixed effects (24 regions) to their specifications, as displayed in Column 1,
that the first-stage and reduced form estimates change dramatically and become highly statistically
significant.

There is however no compelling reason why one should control for geographical differences us-
ing Swedish counties, as I have argued in previous working papers Pettersson-Lidbom (2020, 2022).
I have also discussed that a much more credible way to control for geographical characteristics is
to include weather station fixed effects (32 stations) since such cluster-specific fixed effects enable
one to completely control for any unmeasured (geographical) characteristics associated with KP’s
(clustered) instrument. In Column 5, I present the regression results when weather station fixed
effects are included instead of county fixed effects. Strikingly, the reduced form effect becomes
negative and statistically significant, i.e., −0.0015, with a standard error of 0.0006. This result is
the opposite of that from KP’s specification in Column 1. The estimated first stage is also no longer
significant, i.e., 0.0421, with a standard error of 0.0316.
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Table 1: Estimates of first-stage and reduced form effects

(1) (2) (3) (4) (5) (6)

Panel A. First-stage effects

KP’s instrument 0.0635 0.1396 0.1646 0.1890 0.0421 0.1040
(0.0157) (0.0723) (0.0597) (0.0413) (0.0316) (0.0360)

Panel B. Reduced form effects

KP’s instrument 0.0014 −0.0004 −0.0004 −0.0002 −0.0015 −0.0006
(0.0004) (0.0010) (0.0007) (0.0006) (0.0006) (0.0011)

Notes: Column 1 includes the following control variables: Shocks, Port, the log of popula-
tion in 1865, and county-fixed effects. Column 2 includes no control variables. Column 3
includes Shocks and Port. Column 4 includes Shocks, Port, the log of population in 1865.
Column 5 includesShocks, Port, the log of population in 1865, and weather station fixed
effects. Column 6 includes control variables chosen by the post-double selection method as
implemented by the Stata command dsregress. The dsregress is permitted to be selected
from the universe of control variables (46) originally used by KP.

In summary, the results presented in Columns 1–5 strongly suggest that the first-stage and
reduced form estimates are extremely sensitive to which control variables are included.2 Unfor-
tunately, this extreme sensitivity also opens up problems with respect to specification searches,
researcher degrees of freedom and 𝑝-hacking (e.g., Leamer (1983), Simmons et al. (2011), and
Brodeur et al. (2020)).

One way to address the problem of selecting the appropriate control variables is to use the
post-double selection approach developed by Belloni et al. (2014). The idea behind post-double
selection is to perform the selection in two steps: (i) find the control variables that predict the de-
pendent variable and (ii) find the control variables that predict the independent variable. Belloni et
al. show that the inclusion of both sets of control variables avoids overfitting and omitted variable
biases.

Based on the post-double selection method, Column 6 in Table 1 presents results from the
first-stage estimate (Panel A) and reduced form estimate (Panel B). Importantly, when performing
post-double selection, I employ the same set of control variables (46) used by KP. While the post-
double selection method shows that there is a statically significant first-stage estimate, i.e., 0.1040
(with a standard error of 0.0360), the estimated reduced form effect is close to zero and negative,
i.e., −0.0006. These findings strongly suggest that the instrumental variable estimate should also
be close to zero since there is no reduced form effect.

2In my working papers, Pettersson-Lidbom (2020, 2022), I present other specification tests that also reveal that KP’s
results are extremely fragile.
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Table 2: Instrumental variable estimates

(1) (2) (3) (4)

KP’s instrument 0.0213 0.0041 0.0015 0.0070
(0.0075) (0.0054) (0.0017) (0.0024)

Notes: Column 1 presents the result from KP’s instrumental variable approach. Columns
2–4 present the results from different IV regressions that all use robust selection methods
of control variables. These IV methods are all estimated with the Stata command ivlasso
developed by Ahrens et al. (2020). Column 2 presents the result from the IV with PDS-
selected variables and the full regressor set. Column 3 presents the results from the IV using
the CHS postlasso-orthogonalized procedure. Column 4 presents the results from the IV using
the CHS lasso-orthogonalized procedure.

To corroborate my claim, I have estimated instrumental variable specifications that also address
the appropriate selection of control variables. Specifically, I use the ivlasso Stata command de-
veloped by Ahrens et al. (2020). Table 2 presents these results. In Column 1, I have restated the
results from KP’s IV specification with the most extensive set of controls, i.e., the results reported
in Column 6 of Table 6. The IV estimate is 0.0231, with a standard error of 0.068. Column 2
presents the result from the IV with PDS (Post-Double-Selection) approach and the full regressor
set. This IV estimate is 0.0041, with a standard error of 0.0054. Thus, the IV estimate is very small
compared to that reported by KP, i.e., 0.0231. In Columns 3 and 4,I present the IV results from two
other methods for the appropriate selection of control variables based on the "post-regularization"
methodology of Chernozhukov, Hansen, and Spindler (2015): the CHS postlasso-orthogonalized
procedure and the CHS lasso-orthogonalized procedure, respectively. Both these IV estimates are
also very small, i.e., 0.0015 and 0.0070, respectively. Thus, and contrary to the claim in KP, there
is no evidence of a causal effect of emigration on labor organization since all three IV estimates are
close to zero.

3 Clustered robust inference

In this section, I analyze whether the cluster-robust inference used by KP is reliable. Specifically, I
investigate whether the cluster-robust first-stage F tests reported in KP are valid. This analysis also
provides a rationale for why the results of KP’s analysis are extremely sensitive to which control
variables are included, as discussed in the previous section.

The statistical inference problem arises because KP’s data are clustered. For example, KP’s in-
strument is constructed based on data from 32 weather stations. As a result, many observations
contain the same weather data. For this reason, KP clusters their standard errors at the weather
station level to address this issue. However, for the cluster-robust inference to be valid, the clus-
ters must be both numerous and homogeneous, as discussed by Angrist and Pischke (2009) and
Cameron and Miller (2015). Indeed, MacKinnon et al. (2022) show that cluster-robust inference
is unreliable (i.e., severely over rejecting) if there are clusters that are very influential or with high
leverage. In addition, they construct diagnostic tools to identify data sets and regression designs in
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Table 3: Cluster variability: Leverage and partial leverage for the first-stage effect

Statistic Cluster size Leverage Partial leverage

Minimum 2 0.18 0.0006
First quartile 11 0.71 0.0036
Median 65 1.57 0.0100
Mean 74 1.47 0.0312
Third quartile 107 1.97 0.0382
Maximum 311 4.77 0.1484

Coef. of variation 0.95 0.65 1.39

Notes: Notes: There are 𝑁=2359 observations and 𝐺=32 clusters. The effective
number of clusters is 𝐺∗

𝛾 (0) = 11.1 and 𝐺∗
𝛾 (1) = 5.9.

which cluster-robust inference is likely to be challenging. Specifically, they compute a cluster-robust
variance estimator that to perform much better in finite samples than other cluster-robust variance
estimators. This cluster-robust variance estimator was originally developed by Bell and McCaffrey
(2002).

I use the Stata command summclust developed by MacKinnon et al. (2022) to investigate
whether the cluster-robust inference KP use is reliable. I start by presenting statistics on the degree
of cluster heterogeneity, i.e., minimum, first quartile, median, mean, third quartile, and maximum
of cluster sizes and leverage. Table 3 presents these results and shows that there is very large clus-
ter heterogeneity. For example, the smallest cluster has only 2 observations, and the largest cluster
has 311 observations. Moreover, both the leverage and the partial leverage vary considerably. The
former ranges from 0.18 to 4.77, and the latter ranges from 0.0006 to 0.1484. The coefficients of
variation are 0.65 and 1.39, respectively. The effective number of clusters (Carter et al. 2017) is
also small, 5.9, compared to the original number of clusters, 32.

These results of very large cluster heterogeneity suggest that CV1, the default cluster robust
variance estimator (CRVE), may not be particularly reliable in this case. MacKinnon et al. (2022)
suggest that one should use an alternative CRVE, which is usually known as CV3, that has much bet-
ter small sample properties. This estimator was originally proposed in Bell and McCaffrey (2002).
Table 4 presents the regression results from CV1 and CV3. The results presented in the top row are
the same as the first-stage estimate reported by KP (Column 6 in Table 3) since they also use CV1.
If one instead uses CV3, the results are dramatically different since the first-stage estimate is no
longer statistically significant (𝑝-value=0.0745). This finding demonstrates that the cluster-robust
inference used by KP is unreliable. One could also argue that KP do not use the correct clustering
level since the instrument only takes 12 distinct values. Thus, the appropriate level on which to
cluster should be 12, not 32. The final row in Table 4 presents CV3 at this level of clustering. Not
surprisingly, this outcome indicates that the first-stage estimate is even more imprecisely estimated
since the 𝑝-value is only 0.1487.
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Table 4: Regression output for the first-stage estimate

s.e. Coefficient Standard Error t-Statistic p-value CI lower bound CI upper bound

CV1 0.062051 0.014660 4.2327 0.0002 0.032152 0.091950
CV3 0.062051 0.033622 1.8456 0.0745 −0.006521 0.130624
CV3 0.062051 0.039957 1.5530 0.1487 −0.025893 0.149995

Notes: The first row presents results from the default cluster robust variance estimator (CRVE)
used by KP. The second and third rows present the results from the CRVE developed by Bell and
McCaffrey (2002), which has much better small sample properties. The second row uses clusters
based on weather stations (32 clusters), while the third row uses clusters based on the distinct
values of the instrument (12 clusters).

The finding of very high degree of cluster heterogeneity also provides a rationale for why the
results from KP’s analysis are extremely sensitive to which control variables are included. In fact,
the results presented previously suggests that one or two clusters drive all the results of KP, which
leads to an extreme form of overfitting bias. This finding is related to the study by Young (2021),
which shows that in this type of setting with highly clustered data the usual IV standard errors
produced by Stata are susceptible to high leverage observations,3 particularly with clustered and
robust standard errors. In fact, he argues that “statistically significant IV results generally de-
pend upon only one or two observations or clusters”. Young proposes dropping one cluster at a
time (“delete-one sensitivity”) to check whether the statistical inference is reliable. Specifically,
he argues that “delete-one sensitivity, of t-statistics not coefficients, highlights the degree to which
significant results depend upon sensitive coefficient and standard error estimates”. Applying the
delete-one-sensitivity approach to KP’s IV analysis reveals that dropping the cluster with three frost
shocks produces a second-stage 𝑧-statistic of 1.37, with an associated 𝑝-value of 0.17.

4 Measurement of emigration

In this section, I discuss how KP’s measure of emigration is unreliable due to missing data. I argue
that it is better to use an alternative measure based on total outmigration, i.e., the sum of true
emigration and internal migration since it (i) contains all emigrants (i.e., no missing data), (ii) has
classical measurement error if KP’s identifying assumptions are true (i.e., internal migration is not
correlated with the instrument), and (iii) is robust to internal migration also being affected by KP’s
instrument.

It is well known that Swedish emigration statistics from the 19th century and early 20th century
are unreliable due to the severe underreporting of emigrants. This fact has been documented and
discussed, for example, by Statistics Sweden in an official report from 1887, Emigrationsutrednin-
gen (1913, p. 593), Johansson (1976), Odén (1964, 1971), Ahlqvist (1976), Eriksson et al. (1970),
Hofsten and Lundström (1976), and Vernersson Wiberg (2016). These studies show not only that

3The standard errors produced by Stata are based on the fact that the normal approximation to the distribution of the
reduced-form and first-stage coefficients is accurate. However, Young (2021) finds that normal approximation is unreason-
able in settings with high leverage observations and clustered data.
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the emigration to the U.S. was severely underreported but also that the emigration to other coun-
tries within Europe (e.g., Denmark and Germany) was even more underreported.

It is noteworthy that the studies that discuss the problems with Swedish emigration statistics
are not cited in KP.4 As a result, the argument in KP (p. 1876) that the emigration data are reliable
is incorrect.5 Specifically, the claim “it is possible to ascertain their [parish reports and ship pas-
senger lists] accuracy by cross-checking the two sources” is erroneous since parish records reported
emigration to all countries, while ship passenger lists essentially only recorded emigration to the
United States. In fact, Eriksson (1970) finds that the overlap of individuals between these two
sources is only 44%. Part of this discrepancy is due to parish records only registering individuals
with change-of-address certificates.6 Thus, KP cannot solve the underreporting problem by using a
“single emigration variable defined as the maximum of either the church book or passenger list data
each year” since there will be a very large number of missing emigrants.7 Moreover, even unifying
the two data sets would be insufficient since there would still be a large number of emigrants who
are not recorded in either of these sources, i.e., those who did not apply for change-of-address cer-
tificates and who emigrated to countries other than the U.S. A similar point is made in Johansson
(1976) and Odén (1971).

More importantly, I have estimated that KP’s emigration variable only includes at most 73% of
all emigrants during the period 1860–1920.8 As a result of this large underreporting of emigration,
the KP instrumental variable approach will be inconsistent due to a nonclassical measurement error,
as discussed by Bound et al. (2001), who write (p. 3729) that “strategies for obtaining consistent
estimates of the parameters of interest work if the measurement error is classical, but do not, in
general do so otherwise”.

To formally illustrate the measurement error problem in KP and how it can be resolved, I let
𝑋∗ denote the true emigration. The population regression of interest in KP’s analysis can now be
expressed as follows:

𝑌𝑖 = 𝛼 + 𝛽𝑋∗
𝑖 + 𝑢𝑖 , (2)

where 𝑌𝑖 is some political outcome in municipality 𝑖, and 𝑋∗
𝑖

is the true total sum of emigrants who
have emigrated (i.e., moved outside Sweden) from municipality 𝑖 during the period 1867–1920.

4This literature should be familiar to KP since I provided references to it already in 2015 when I suggested that they must
address the problem with measurement errors in the Swedish emigration statistics.

5KP’s claim that their data sets encompass “the universe of registered emigrants during the Age of Mass Migration” is
also incorrect since their parish data are estimated to contain only 75% of all emigrants. Data from a number of parishes
are also missing from their data sets (see the following link: emiweb.se/?services=emigranter-i-svenska-
kyrkbocker/%20).

6This problem has been regarded as the chief explanation of the discrepancy between actual and recorded emigration;
Johansson (1976).

7Importantly, KP lack data from the church books after 1895.
8This calculation is partly based on official statistics (www.scb.se/en/finding-statistics/statistics-by-

subject-area/population/population-composition/population-statistics/pong/tables-and-
graphs/yearly-statistics--the-whole-country/population-and-population-changes/), i.e., the
number of those with change-of-address certificates, which amounted to 1.3 million emigrants during the period 1860–
1920. I have also estimated that a minimum of 0.2 million emigrants were not recorded during this period due to the
various sources of error discussed by, e.g., Johansson (1976) and Eriksson et al.(1970). Thus, at least 1.5 million individuals
emigrated from Sweden during the period 1860–1920. Consequently, a minimum of 0.4 million emigrants are missing from
KP’s data set since it only includes 1.1 million emigrants.
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KP use an instrumental variable approach in which they replace the true value of 𝑋∗
𝑖

with an error-
ridden measure, 𝑋𝑖, as noted above. Then, they assume that their instrumental variable, 𝑍𝑖, is
uncorrelated with both the population error term 𝑢𝑖 and the reporting error 𝑒𝑖 = 𝑋𝑖 − 𝑋∗

𝑖
. How-

ever, because KP replace the true value in the equation with the error-ridden value, the instrument
variable estimator is not consistent since the measurement error is not of the classical form due to
underreporting.

The inconsistency problem in KP’s instrumental variable approach can, however, be resolved by
finding a measure of emigration that fulfills the assumption of classical measurement errors. In
fact, the registered total outmigration, i.e., the sum of the true emigration, 𝑋∗

𝑖
and the true internal

migration, 𝐼∗
𝑖
, fulfill the classical assumption since internal migration is excluded from the explana-

tory variables in KP’s population regression model. That is, KP have (implicitly) assumed that their
instrument 𝑍𝑖 is unrelated to internal migration 𝐼∗ since it is subsumed in the population error
term.9 As a result, it is possible to replace 𝑋∗

𝑖
in equation (2) with total outmigration, i.e., 𝑋∗

𝑖
+ 𝐼∗

𝑖
,

and still obtain a consistent estimate of 𝛽 since 𝐶𝑜𝑣(𝐼∗, 𝑍) is assumed to be zero in KP’s analysis.

An additional attractive feature of using total outmigration is that it is robust to the violation of
KP’s exclusion restriction, i.e., that internal migration is not affected by the instrument. To formally
illustrate this point, note that KP’s equation (1) states that

𝑦𝑐𝑚𝑡 = 𝛽𝐸𝑚𝑖𝑔𝑟𝑎𝑡𝑖𝑜𝑛𝑐𝑚𝑡 +Φ𝑆 + 𝑋 ′
𝑚𝑐𝛽𝑥 + 𝜂𝑐𝑚𝑡 . (3)

However, a more general specification would also include internal migration as an explanatory
variable:

𝑦𝑐𝑚𝑡 = 𝛽𝐸𝑚𝑖𝑔𝑟𝑎𝑡𝑖𝑜𝑛𝑐𝑚𝑡 + 𝜋𝐼𝑛𝑡𝑒𝑟𝑛𝑎𝑙_𝑚𝑖𝑔𝑟𝑎𝑡𝑖𝑜𝑛 +Φ𝑆 + 𝑋 ′
𝑚𝑐𝛽𝑥 + 𝜂𝑐𝑚𝑡 . (4)

In this case, two instruments would be required for identification since internal migration is an
endogenous variable similar to emigration. Another solution to the identification problem is to re-
define the parameter of interest as the effect of all types of migration, i.e., total outmigration, on
the outcome. Thus,

𝑦𝑐𝑚𝑡 = 𝛽𝑇𝑜𝑡𝑎𝑙_𝑀𝑖𝑔𝑟𝑎𝑡𝑖𝑜𝑛 +Φ𝑆 + 𝑋 ′
𝑚𝑐𝛽𝑥 + 𝜂𝑐𝑚𝑡 . (5)

where 𝑇𝑜𝑡𝑎𝑙_𝑀𝑖𝑔𝑟𝑎𝑡𝑖𝑜𝑛 = 𝐸𝑚𝑖𝑔𝑟𝑎𝑡𝑖𝑜𝑛+ 𝐼𝑛𝑡𝑒𝑟𝑛𝑎𝑙_𝑚𝑖𝑔𝑟𝑎𝑡𝑖𝑜𝑛. In this case, it is sufficient to have only
one instrument.

There are, in fact, good reasons to expect that internal migration is also affected by KP’s instru-
ment since KP show that internal migration is affected by the instrument (see Column 1 in Table 8
in KP). Thus, this result reveals that their instrument violates the exclusion restriction. Surprisingly,
however, this issue is not discussed in the paper.

I have collected data on total outmigration from the Swedish National Archives for the period
1860–1950 as part of my ERC-financed historical database project. With these data, it is possible

9In fact, KP treat internal migration 𝐼∗ as an additional outcome variable 𝑌 in their instrumental variable approach in
Column 1 in Table 8. Thus, KP have assumed the following causal chain: 𝑍 → 𝑋∗ → 𝑌 ; i.e., the instrument 𝑍 only has an
indirect effect, which only goes through 𝑋∗, on the outcome𝑌 ; i.e., 𝐶𝑜𝑣 (𝐼∗, 𝑍 ) = 𝐶𝑜𝑣 (𝑢, 𝑍 ) = 0. If this exclusion restriction
is wrong, i.e., that 𝑍 has a direct effect on both 𝑋∗ and 𝐼∗, then two valid instruments are required for identification, one
for 𝑋∗ and another for 𝐼∗. This may be another reason why KP’s empirical analysis is flawed.

9
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to assess the extent to which the results in KP are affected by the problem of underreporting of em-
igrants.10 Interestingly, the reported emigration used by KP only makes up, on average, 8% of the
total outmigration (the median value is 6%) during the period 1867–1920, and the share is never
larger than 20% for any individual year. Thus, this value must be considered a very low share given
the very large Swedish emigration during this period: it has been estimated that at least 1.5 million
people emigrated, out of an average population of only 4.8 million, during the period 1860–1920.
This finding further underscores the problem of underreporting Swedish emigration in KP’s data.

If we turn to the result of the solution of the measurement error problem, the first-stage estimate
with total outmigration is 0.010, with a standard error of 0.0076, while KP’s estimate is 0.0621.11

This first-stage estimate with total outmigration is also precisely estimated to be zero since it can
rule out a first-stage effect larger than 0.026. Consequently, there is no first-stage relationship in
KP’s analysis when correcting for the problem of underreporting.

5 Conclusion

In this paper, I revisit the question raised in Karadja and Prawitz (2019) concerning a causal rela-
tionship between mass emigration and long-run political outcomes. I find that their results are not
robust to (i) selection of the appropriate control variables, (ii) using valid cluster-robust inference,
and (iii) using a more appropriate measure of emigration.

10In this footnote, I describe the result of merging my variable, the cumulative sum of total outmigration for the period
1867–1920, with KP’s data set, which I downloaded from JPE’s homepage. I discovered that KP’s data files do not include
the names of the geographical areas (i.e., municipalities) but only a variable running from 1 to 2,359. Thus, I had to ask
KP to send me this information. After some work, I was able to match 2,330 out of the 2,359 municipalities by matching
names.

11This specification corresponds to that appearing in Column 4 in Table 3 in KP, i.e., with a first-stage estimate of 0.621.
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